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Abstract: Large language models (LLMs), such as GPT models, have been rapidly studied in recent years and are expected
to be applied to academic fields such as mathematics and engineering. In this study, we examined how accurately ChatGPT
(GPT-40) can answer modern control theory questions at the undergraduate-level. A set of 98 questions on modern control
theory was used to evaluate GPT-40’s problem-solving ability on modern control theory. The results revealed that the
GPT-40 showed a 49.0% correct response rate to the undergraduate-level modern control theory exercises, and that the
correct response rate tended to be lower for problems involving calculations, especially those that require step-by-step
thinking and complex computation. This may be attributed to the Transformer architecture of the GPT model, which
generates answers based on probabilistic predictions. In this study, we proposed a method to improve response accuracy
by developing a customized GPT which leverages prompt engineering methods to address these issues. In order to evaluate
the proposed method, a question set consisting of 45 graduate school entrance exam questions on modern control theory
was developed. The results of the evaluation showed that the correct response rate was improved by 26.6 points, yielding

a 64.4% correct response rate.
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1. INTRODUCTION

In recent years, the emergence of Google’s BERT[1]
and OpenAI’s GPT[2] has led to rapid research in the
field of natural language processing. In particular, GPT
models, have contributed to solving problems in a wide va-
riety of fields, including mathematics[3], [4], coding[5],
[6], etc. The first version of the GPT model was released
in 2018, followed by GPT-2 and GPT-3[2]. These mod-
els have shown remarkable results in the field of natural
language processing and their range of applications have
expanded rapidly; in March 2023, GPT-4[7], amultimodal
model with the ability to handle multiple modalities, in-
cluding images and speech as well as text, was released.
This model enabled the processing of various data formats
and applications for more complex and diverse tasks. Fur-
thermore, GPT-40 was released in May 2024[8], further
expanding the model’s performance and range of applica-
tions.

It will be very interesting to see what LLM can do
with respect to control theory, since it is expected to be
applied in a variety of domains. The integration of artifi-
cial intelligence into modern control engineering systems
has the potential to dramatically accelerate technological
progress. In [9], the GPT-4’s ability was assessed on a set
of exercises in classical control theory at the undergrad-
uate level. For 97 basic exercise questions, the GPT-4
showed a correct response rate of approximately 66%. In
[10], a benchmark evaluation is conducted to determine
how well the leading LLMs demonstrate their capabili-
ties with respect to control engineering. The evaluation
using a set of 147 control engineering questions revealed
that GPT-4 had a 45.6% correct response rate. However,
many of the questions were limited to classical control
theory, and no comprehensive evaluation was conducted
with respect to modern control theory.

In classical control theory, SISO systems are primar-
ily targeted, and transfer functions (rational polynomials)
are used as the system model representation. In contrast,
modern control theory targets MIMO systems and uses
state-space representations (differential equations with
matrices as coefficients) for system modeling. This pa-
per focuses on modern control theory for its investigation.
Moreover, control engineering problems often involve dy-
namic behavior of the system, which present complexities
different from traditional mathematical problems. LLMs
need to understand and appropriately apply for analysis
and design when solving these problems. Furthermore,
since there are multiple approach to the solution, a com-
prehensive approach is required.

In this study, by having GPT-40 solve university
undergraduate-level control problems, we explored the
extent to which it demonstrates competence with respect
to modern control theory. Based on the evaluation and the
analysis, we proposed a method to improve the accuracy
of its answers. We created a customized GPT specific
to modern control theory. When evaluated on a question
set consisting of graduate school entrance exam questions
on modern control theory, GPT-40 showed a 37.8% cor-
rect response rate, whereas the customized GPT showed
a 64.4% correct response rate.

In Chapter 2, we report the results of the experiments to
evaluate the performance of the GPT-4 on modern control
theory; in Chapter 3, we propose methods to improve the
response accuracy of the GPT-4o, including the GPTs; in
Chapter 4, we compare the response rates of the GPT-
40 and the proposed methods by using a question set
consisting of graduate school entrance exam questions.
In Chapter 5, we discuss the effectiveness of the proposed
method, and in Chapter 6, we provide a summary and
future work of this study.



2. PERFORMANCE EVALUATION OF
GPT-40

In order to evaluate GPT-40’s ability for solving control
problems, a problem set consisting of 98 undergraduate-
level modern control theory questions was created. This
problem set was composed of questions from [11] and
questions from a modern control theory course at the
Kyushu Institute of Technology. GPT-40 is capable of
reading a variety of files, including pdfs. However, in
modern control theory, multiple types of information such
as block diagrams, mathematical expressions, and text are
mixed and arranged in one page. In [9], GPT-4, which is
also a multimodal model, was found to be poor at reading
such mixed information. Therefore, in this study, the PDF
format was converted to a structured markdown format.

2.1 Experimental Procedures

A schematic procedure of the evaluation experiment is
shown in Fig. 1
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Fig. 1. Overview of experlmental procedure
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The set of questions in markdown format is given
to GPT-40. The obtained answers are checked against
the model answers to determine correctness. Accuracy
(ACC), the evaluation metric used in this paper, is de-
fined as the ratio of the number of correct answers to all
questions.

2.2 Experimental results

The results of the experiment are shown in Table 1. In
Table 1, the problem sets created are categorized by topic
and ACC for each topic is expressed as a percentage (%);
the number of correct answers/total number of questions
is shown in parentheses next to the ACC. For each topic,
questions involving calculations are classified as “Calcu-
lation Question,” questions not involving calculations are
classified as “Knowledge Question.” Table 1 shows that
the GPT-40 has a 49% correct response rate to modern
control theory exercises at the undergraduate-level. The
correct response rate was particularly high for questions
that did not require calculation. However, the correct re-
sponse rate was lower for questions involving calculation,
and those that requires step-by-step thinking and com-
plex calculation had especially lower rate. It should be
noted that there is a randomness in the LLM response.
The same question may generate completely different an-
swers. Therefore, these results should only be taken as
an indication of the GPT-40’s ability to deal with modern
control theory.

3. METHODS

3.1 GPTs

Prompt engineering is a technique to enhance LLM per-
formance without relying on large datasets[12]. Prompt
engineering optimizes effective questions and instructions
(prompts) to elicit accurate and useful responses from a
generative AL It plays an important role in artificial in-
telligence, particularly in the field of natural language
processing. The technique is applied to large-scale lan-
guage models, such as GPT, with the goal of devising an
input design that allows the model to produce the desired
output. This is expected to improve the performance of Al
models and increase their adaptability to specific tasks.

OpenAl announced GPTBuilder on November 7, 2023,
which allows users to create customized ChatGPTs, called
GPTs[13]. Users can build GPTs suitable for specific tasks
by editing four main parameters: “Instructions”, “Knowl-
edge”, “Capabilities”, and “Actions” shown in Table 2.

Table 2. Parameters of GPTs

Parameter Function

Instructions ~ Prompts given in advance
Knowledge Data

Capabilities ~ Code Interpreter (Python engine)
Actions Third party APIs

3.2 Code Interpreter

Although, the GPT models and other LLMs appear to
provide answers by “thinking,” they just generate “reason-
able sequences[14].” The GPT-40 whoes architecture is a
Transformer[2], may give wrong answers to the problems
that require complex calculations, since the answers are
simply predictions based on probabilities[15].

LLMs are known to show remarkable ability in effec-
tively generating code in general. In particular, problems
related to computational errors can be mitigated by using
Program of Thoughts (PoT)[16]. For example, for chem-
istry problems, the computational error was significantly
reduced by making LLM to generate Python code[17].

In this study, GPTs are instructed to consistently use the
Code Interpreter for questions requiring computation, to
perform numerical and symbolic calculations in Python.
For example, the Instructions are described as follows:
“Always use Code Interpreter for numerical and sym-
bolic computations,” “For numerical calculations, use the
Numpy function in Python.” The flow to use Code Inter-
preter is shown in Fig. 2
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Fig. 2. Flow to use Code Interpreter

In addition, providing specific Python code to the GPTs



Table 1. Evaluation results

Calculation Question

Knowledge Question  Question with Figure

Topic ACC ACC ACC
State Space Representation 100.0% (2/2) 50.0% (1/2) 44.4% (4/9)
Laplace Transform 0.0% (0/3) 100.0% (2/2) -
Stability 50.0% (3/6) 100.0% (2/2) -
Controllability 37.5% (3/8) 100.0% (2/2) -
Observability 25.0% (2/8) 100.0% (1/1) 0.0% (0/1)
Coordinate Transformation 33.3% (3/10) 100.0% (3/3) -
Transfer Function 66.7% (2/3) 100.0% (2/2) -
Realization 0.0% (0/2) 100.0% (1/1) -
State Feedback 33.3% (1/3) - -

Pole placement method 25.0% (2/8) - -
Optimal regulator 33.3% (1/3) 100.0% (3/3) -
Servo system 0.0% (0/1) 100.0% (3/3) -
Observer 20.0% (1/5) 80.0% (4/5) -
Subtotal 32.3% (20/62) 92.3% (24/26) 40.0% (4/10)
Total 49.0% (48/98)

helps reduce the randomness in their responses, which is
often seen as a drawback of the GPT model.

3.3 ModernControlGPT

Based on the results of the evaluation experiments,
we created the ModernControlGPT (MCGPT) to cope
with modern control theory. This GPT incorporates var-
ious prompt engineering methods, including Program of
Thoughts and Zero-Shot CoT Prompting[18], and Few-
Shot Prompting[19], [20]. These methods are applied to
the problems that GPT-40 made mistakes on the evalua-
tion experiment, which are considered to have relatively
less training data.

Many Python libraries can be called using the Code
Interpreter. Libraries available include NumPy, a numer-
ical computation library, SymPy, a symbolic computation
library, and SciPy, a numerical analysis library for math-
ematics, science, and engineering. These libraries can be
used for matrix computations, signal processing, and con-
trol system analysis. The total number of Python libraries
installed in ChatGPT is 355 on June 10, 2024.

Python Control Systems Library[21], is not available
by default in Code Interpreter. MCGPT made it available
by uploading the library in zip format and a markdown
file that summarizes the uses. An example of MCGPT
output is shown in Fig. 3 which shows that the functions
of the Control library can be used. the Control library is
decompressed and added to the library path using Code
Interpreter.
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zipfile
sys
control

numpy np

zip_file path =
extract_path =

zipfile.zipFile(zip_file path, 'r') as zip_ref:
zip_ref.extractall(extract_path)

1ib_path =
sys.path.append(1ib_path)

A = np.array([[?, 11, [-2, -311)
B = np.array([[2], [11])

controllability matrix = control.ctrb(A, B)

rank = np.linalg.matrix_rank(controllability matrix)

controllability matrix, rank

r
(array([[ 0., 1.],

[1., 3.1,
2)

Fig. 3. An example of output of ModernControlGPT

4. EVALUATION EXPERIMENT

4.1 Experimental method

To evaluate the proposed ModernControlGPT, we cre-
ated a set of questions consisting of 45 graduate school
entrance exam questions on modern control theory as fol-
lows. The graduate school entrance exam questions and
the model answers are available from [22].

« Graduate Schools of Osaka University
— Department of Electrical, Electronic, and Informa-
tion Engineering
(Electrical Engineering Course)
- in 2016, 2017, 2018, 2019, and 2020
o Graduate School of the University of Electro-
Communications
— Department of Mechanical Intelligent Systems
- in 2020



« Graduate School of Tokyo Institute of Technology
— Department of Mechanical Engineering and Con-
trol Systems
— in 2017 and 2018
« Graduate School of Hokkaido University
— Department of Mechanical and Space Engineering
(Mechanical and Aerospace Engineering Labora-
tories)
- in 2019
For comparison, “GPT-40” and “ModernControlGPT”
are used. The ACC of each model is compared to evaluate
the effectiveness of the proposed method.

4.2 Experimental Results

The experimental results are shown in Table 3. If
a partially correct answer was obtained 0.5 points were
awarded for the answer. Table 3 shows that the proposed
method improves response accuracy by 26.6 points and
yields a 64.4% correct response rate.

The problems that showed significant differences in the
evaluation experiment are shown in Fig. 4. The problem
is Question No. 6 of the entrance exam for the Graduate
School of Engineering, Tokyo Institute of Technology in
2017. The answers of GPT-40 for Questions 3, 4, and 5
are shown in Fig. 5, 6, 7, respectively. Also, the answers
of MCGPT are shown in Fig. 8, 9, 10, respectively.

Answer the following questions regarding the system
represented by the following state equation. Note that a
is a real number.

—x:Ax+Bu, x—[xl 5
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(1) Determine the controllability of this state equation.
(2) Using the following coordinate transformation, de-
rive the state equation with the state X.

1ol - [m

11 T &

(3) Show the state equation of the closed-loop system in
the ¥ coordinate system with the state feedback

x=Tx, T:=

u=Fi, F=[fi 7
and find the poles of the closed-loop system.

(4) Determine the condition on a such that the closed-
loop system can be stabilized by the state feedback in
(3).

(5) Find all the state feedbacks in (3) that result in the
closed-loop system having repeated poles.

Fig. 4. Question 6 of the entrance exam for the Graduate
School of Engineering, Tokyo Institute of Technology
in 2017

(3) State the closed-loop system state equation in the T coordinate system
with state feedback u = Fﬁ:, F= [fl fz} and determine the poles of
the closed-loop system.

When the state feedback u = FZ = flcil + fz:EQ is applied, the system becomes:

dz o —1 —1 &\ =~
Ef(T AT +T'BF)z
Simplifying,

(a—1+fi—-N@a—2-N)+(@—3)1+f)=0 x

We solve this equation to find the poles. The specific solutions for the eigenvalues ) are generally

left in symbolic form.

Fig. 5. Answer to question 3 by GPT-40

(4) Determine the conditions on a for the closed-loop system to be stabilized
by state feedback.

For the closed-loop system to be stable, all roots (eigenvalues) of the characteristic equation must

have negative real parts. The characteristic equation is:
(@a-1+fH-N@—2-N)+(a-3)1+f)=0
Generally, for stability, the following conditions are required:

1. All eigenvalues of the system must have negative real parts.

2. All coefficients of the characteristic polynomial must be positive. x

Specifically, fl and fg must be selected such that the real parts of A are negative.

Fig. 6. Answer to question 4 by GPT-40

(5) Find all state feedbacks such that the closed-loop system has repeated
poles.

To find the conditions for the characteristic equation to have repeated poles, the discriminant of the

characteristic equation must be zero.
The characteristic equation is:
MNi(—(a—1+fi+a-2)A+((a-1+f)a—2)+@-3)1+f)=0
Setting this to zero, we obtain the condition for re.peated poles:
2e-3+ 7)) =4((a~-1+7)a~2) +(a=3)1+ f)) x

Solving this equation yields the relationship between fl and fz. The specific values depend on the

particular value of a, and must be solved individually.

Fig. 7. Answer to question 5 by GPT-40

(3) Derive the state equation of the closed-loop system with state feedback

u = F'Z and find the poles of the closed-loop system
Using this to calculate the closed-loop system matrix and its eigenvalues:

python @ I1-F£I¢-33

1, f2 = sp.symbols( )
F_bar = sp.Matrix([[f1, f2]])

A_cl = A_bar + B_bar * F_bar
eigenvalues = A_cl.eigenvals()
A_cl, eigenvalues

The eigenvalues of this matrix are:

)\1:a+f1 O

X=a-3

Fig. 8. Answer to question 3 by MCGPT

(4) Determine the condition on a for the closed-loop system to be stabilized

For the closed-loop system to be stable, all eigenvalues must have negative real parts. Therefore, the
following conditions must be satisfied:

at+fi<0

a—3<0

O
Fig. 9. Answer to question 4 by MCGPT

Simplifying these conditions:



Table 3. Comparison of GPT-40 and ModernControlGPT on various topics

GPT-40 MCGPT
Topics ACC ACC
State Space Representation 20.0% (1/5) 40.0% (2/5)
LaplaceTransform 16.7% (0.5/3) 33.3% (1/3)
Stability 25.0% (2/8) 50.0% (4/8)
Controllability 50.0% (3/6) 66.7% (4/6)
Observability 66.7% (2/3) 66.7% (2/3)
Coordinate Transformation  16.7% (0.5/3) 33.3% (1/3)
Transfer Function 87.5% (3.5/4) 100.0% (4/4)
Realization - -
State Feedback 35.0% (3.5/10) 80.0% (8/10)
Pole placement method - -
Optimal regulator - -
Servo system - -
Observer 33.3% (1/3) 100.0% (3/3)
Total 37.8% (17/45) 64.4%0 (29/45)

(5) Determine all state feedbacks that result in repeated poles for the closed-
loop system

For the closed-loop system to have repeated poles, the eigenvalues must be equal:
at+fi=a-3
Solving this condition:
fii=-3
Thus, the state feedback that results in repeated poles is:
F=[3 7
Fig. 10. Answer to question 5 by MCGPT

From Fig. 5, 6, and 7, it can be seen that GPT-40 could
not generate the concrete final answers partially due to
symbolic computation. On the other hand, Fig. 8, 9,
and 10, show that the MCGPT could obtain appropriate
answers by using the code interpreter.

S. DISCUSSION

In this study, response accuracy to the questions on
modern control theory was improved by simply devising
prompts without additional training data. The method im-
proved response accuracy by incorporating various mea-
sures into the GPT prompts. An important feature of the
proposed method is that it does not require a detailed pre-
sentation of the problem and its concrete solution, as is
the case with conventional Few-shot CoT. Additionally,
there is no need to prepare additional datasets and retrain
the model as with fine-tuning. As a result, the time and
cost associated with data preparation and model training
can be significantly reduced. In addition, although all
the instructions prepared by this method are written in
Japanese, it was confirmed that the GPT can appropri-
ately respond in English as well. Customized GPT can be
easily used by users who speak any languages which are
available on ChatGPT.

However, due to the inherent nature of the GPT model,
complete reproducibility of the generated answers cannot
be guaranteed. Even if a question is answered correctly
once, it is possible that the GPT will give an incorrect an-
swer when asked to answer it again. Therefore, it should
be noted that the proposed method may not always pro-

duce correct answers.

The proposed GPT are created using a combination of
various prompt engineering methods. However, LLMs
can change their output significantly even with slight
changes in the input prompts. In [23], that even minimal
changes, such as adding a space at the end of a prompt,
can cause changes in the output of a large-scale language
model (LLM) is shown. Also, in [10], simply chang-
ing the separate line formulas to inline formulas has been
shown to change the responses. Therefore, it cannot be
definitively stated that the GPT created in this study uses
the most appropriate prompts for solving modern control
theory problems.

6. CONCLUSIONS

In this study, we evaluated the performance of Chat-
GPT (GPT-40) by having it answer various exercises in
modern control theory. Then, we created a customized
GPT that could derive the correct answer to the questions
that GPT-40 got wrong, thereby improving the accuracy
of the answers. However, as mentioned in section 3.3,
the architecture of the GPT model is Transformer, which
only generates text based on probabilities. Thus, even
for questions where the customized GPT provided correct
answers in this experiment, repeated attempts may yield
incorrect answers. Therefore, it is necessary to devise
a method to control the randomness of answers in the
future. Since this method is a combination of various
prompt engineering methods, we are concerned that we
cannot theoretically explain which prompts affect the out-
put and how. In addition, for problems that require more
advanced design methods, such as H,, control, there is a
possibility of providing incorrect answers. Therefore, in
the future, it is necessary to adapt to more complex prob-
lems by integrating with external tools like MATLAB
using Actions. Furthermore, it is necessary to evaluate
other LLMs as well, to identify which models excel in
specific tasks or fields, and select the most suitable LLM
for control engineering.
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