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Performance evaluation of a custom GPT for control engineering using the benchmark dataset ControlBench

Abstract : In this paper, we evaluate GPT-40 using ControlBench, a benchmark dataset for control engineering.

Additionally, we proposed a method to improve response accuracy by developing a customized GPT that leverages

prompt engineering methods, and we also evaluate this customized GPT.
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7% 1: Parameters of GPTs

Parameter Function

Instructions ~ Prompts given in advance to GPT
Knowledge Utilization of data

Capabilities =~ Whether to use Code Interpreter
Actions Use of third party APIs
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# Instructions

- You are given a control engineering problem.

- Be sure to answer the given question according to
the following constraints.

# Constraints

- Always use ”Code Interpreter” for numerical and
symbolic calculations.

- Always use Code Interpreter to draw graphs.



2.2 Code Interpreter

Code Interpreter . ChatGPT IZHi&&N/-a— F=E
TOYY Ry VARETH S, 2—HF—DANTHED
WTr/maroaa— g FEITL. ZOMRZY 7L
XA LTHRMET 2 Z 223 TE 5, Python 2 L7757 —
AR5, AL DIED, ITHIEE R ¥ DRI 72
BUERIERY I 21— a VB A[RETH %, BUERTE S A
72V TH % NumPy VUL Z 4 7'V @ SymPy.
¥R TS E O D OBUEMRNTZ 4 75 ) @ SciPy
¥, %< D Python 74 77 VIZHIELTW3,

F7o. LLME— 7% 7% 2 b 24K T 5 MERE & ik
LT, a— F2MRINCERNRT 2 BRICHEEREENZRT
ZEeDHIENTWS, FHCEHAE T 7 — 2B 3 5 [,
Program of Thoughts (PoT) % W5 Z & TEJRITHE
TH5 5, HlZIMFOREICHES VT, LLM OEZEH
J1% Python I — FIZZEH#T 5 2 T, ftEZI—%2K
IR EE 2 Z eI RENTWVS 6], £/ TOHENK
7% Python 2 — K252, SHEWSUTHEITEIESL Z
YT, GPTETLDORKEDBEADMEEDZ VX 1%
B EE2 Z e TE 3 [1), Code Interpreter DFEITHIF
DN ZH 1 1TRT,

Code Interpreter

Generated
Prompt Code —
e —
e

USER GPT-40 Python

1: Flow to use Code Interpreter

3 GPT E7/LO4aesTE
3.1 ControlBench

flf LA F~—2F—&+Ey FTH 2 Control-

Bench l&. I > H Y AR% (EECS 460) ¥ A4V /4 K%
T —=NF - ¥y =K (ECE 486) Offillf#l T 212E8
TRHEB LEDMEL SRS TVS 3, .
<L FE— XL ET LLM DOMERE %2 Z I 303
37012, 7 A MER L EREROERP@AE XN T
W3, &MYy 7 ORBEERE X OCHENERZ 1M
B E R 2I1TRT,

3.2 EERFIE

GPT 7 AADAINZE, ControlBench ® TeX 7 7 A
ADPHab—L7kbDThs, £5LTHELNT GPT
ETNOEE L BEREZRE L. ERHEZITS, &
B, EFHEICOWTOREELEX, LTO@ED TH 5,

3% 2: Total number of problems for each topic and prob-

lems with visual component

Topic Problems (Visuals)
Background 28 (0)
Stability 19 (0)
Time response 21 (3)
Block diagrams 5 (5)
Control System Design 24 (0)
Bode Analysis 15 (13)
Root-Locus Design 7(1)
Nyquist Design 5(4)
Gain/Phase Margins 9 (0)
System Sensitivity Measures 3 (0)
Loop-shaping 4 (0)
Advanced Topics 7(0)
Total 147 (26)
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: Comparison of GPTs, GPT-40 and GPT-4

GPTs GPT-4o0 GPT-4(H#t:(3])
Topics ACC ACC ACC
Background 60.7% (17/28) 53.5% (15/28) 60.7% (17/28)
Stability 73.7% (14/19) 63.2% (12/19) 57.9% (11/19)
( (

Time response

Block diagrams

Control System Design

Bode Analysis

Root-Locus Design

Nyquist Design

Gain/Phase Margins

System Sensitivity Measures

Loop-shaping
Advanced Topics

76.2% (16/21)
40.0% (2/5)
41.7% (10/24)
0.0% (0/15)
14.3% (1/7)
0.0% (0/5)
55.6% (5/9)
100.0% (3/3)
0.0% (0/4)
28.6% (2/7)

42.9% (9/21)
20.0% (1/5)
33.3% (8/24)
6.66% (1/15)
28.6% (2/7)
0.0% (0/5)
55.6% (5/9)
100.0% (3/3)
50.0% (2/4)
71.4% (5/7)

57.1% (12/21)
40.0% (2/5)
29.2% (7/24)
6.66% (1/15)
28.6% (2/7)
0.0% (0/5)
66.7% (6/9)
100.0% (3/3)
25.0% (1/4)
71.4% (5/7)

Total

47.6% (70/147) 42.9% (63/147)

45.6% (67/147)
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GPT-40 MCGPT
Topics ACC ACC
State Space Representation 20.0% (1/5) 40.0% (2/5)
LaplaceTransform 16.7% (0.5/3) 33.3% (1/3)
Stability 25.0% (2/8) 50.0% (4/8)
Controllability 50.0% (3/6) 66.7% (4/6)
Observability 66.7% (2/3) 66.7% (2/3)
Coordinate Transformation  16.7% (0.5/3) 33.3% (1/3)
Transfer Function 87.5% (3.5/4) 100.0% (4/4)
Realization - -
State Feedback 35.0% (3.5/10) 80.0% (8/10)
Pole placement method - -
Optimal regulator - -
Servo system - -
Observer 33.3% (1/3) 100.0% (3/3)
Total 37.8% (17/45)  64.4% (29/45)

[8] Takeshi Kojima, Shixiang Shane Gu, Machel Reid,
Yutaka Matsuo, and Yusuke Iwasawa. Large lan-
guage models are zero-shot reasoners. Advances in

neural information processing systems, 35:22199—
22213, 2022.

[9] Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sas-
try, Amanda Askell, et al. Language models are
few-shot learners. Advances in neural information
processing systems, 33:1877-1901, 2020.

[10] Sewon Min, Xinxi Lyu, Ari Holtzman, Mikel
Artetxe, Mike Lewis, Hannaneh Hajishirzi, and
Luke Zettlemoyer. Rethinking the role of demon-
strations: What makes in-context learning work?
arXiv preprint arXiv:2202.12837, 2022.



