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A Proposal and Evaluation of LLM-Based Agent Method for Controller Tuning

Abstract: In this study, we proposed a PID control system whose controller is tuned using an LLM-based agent.

Using the benchmark dataset ControlEval for control design and evaluation, we conducted performance assessments

in terms of accuracy and computational cost measured by token usage, and discussed the obtained results.
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Listing 1: Input JSON Format for ControlAgent
1 {
2 "num": [
3 225
4 1,
5 "den": [
6 1,
7 54.2
8 1,
9 "gain_margin_min": 2.62870,
10 "phase_margin_min": 56.54215,
11 "settling_time_min": 0.04778,
12 "settling_time_max": 3.64021,
13 "overshoot_max": 10.66329,
14 "steadystate_error_max": 0.0001,
15 "scenario": "other"
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1: LLM Agent PID Control System
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Analysis results

Maximum overshoot
Steady-state error

e K * Closed-loop stability
p_new * Phase margin

* Kinew * Gain margin

. Kd_new : Settling time

Agent: PID-tuner

2: Proposed LLM Agent Workflow
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4.1

# Design a controller for

10s% + 20s + 45

G =
(s) s5 4+ 40.8s* + 383.92s3 + 201052 4 6597s + 6750

# Requirements:

1. Stability: The closed-loop system should be stable.
. Phase margin: Larger than 67.94 degree

. Settling time: Between 0.06 s and 8.24 s

. Gain margin: Larger than 7.29 dB

. Overshoot: Less than 3.29

. Steady-state error: Less than 0.0001
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3: An Example of a ControlEval Design Task
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%% 3: Token Count Comparison for Higher-order System

Method Total Tokens Tokens / Task
ControlAgent 2,714,975 54,300
Proposed Method 1,195,853 23,917
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7% 4: Comparison of Token Counts with and without

PIDtune
PIDtune | Tokens Total Tasks Tokens / Task
Enabled 117,983 15 9,832
Disabled 322,492 15 26,874
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4: Step Response of Proposed Method



% 1: Accuracy Rate (ACC, %) of baseline and Proposed Methods on ControlEval

Method ‘ Type Higher-order (Stable) Higher-order (Unstable)
LLM only[5] Zero-shot 4.0 0.0
Zero-shot CoT 16.0 0.0
Few-shot 18.4 5.6
Few-shot CoT 224 10.4
MATLAB only PIDtune[5] 48.0 60.0
PIDtune (re-experiment) 52.0 0.0
Conventional LLM-agent | ControlAgent|5] 72.0 61.6
ControlAgent (re-experiment) 68.0 4.0
Proposed LLM-agent Proposed Method 96.0 0.0

7% 2: Configuration of Hyperparameters and PIDtune Options

‘ Hyperparameters / Options

GPT-40
PIDtune

model = gpt-40-2024-0806, temperature = 0, maxtokens = 1024

PhaseMargin: ‘Task Value’, DesignFocus: ‘reference-tracking’
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